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Abstract—In cloud and edge computing systems, computation,
communication, and memory resources are distributed across
different physical machines and can be used to execute compu-
tational tasks requested by different users. It is challenging to
characterize the capacity of such a distributed system, because
there exist multiple types of resources and the amount of
resources required by different tasks is random. In this paper,
we define the capacity as the number of tasks that the system
can support with a given overload/outage probability. We derive
theoretical formulas for the capacity of distributed systems with
multiple resource types, where we consider the power of d

choices as the task scheduling strategy in the analysis. Our
analytical results describe the capacity of distributed computing
systems, which can be used for planning purposes or assisting the
scheduling and admission decisions of tasks to various resources
in the system. Simulation results using both synthetic and real-
world data are also presented to validate the capacity bounds.

Index Terms—Capacity analysis, cloud and edge computing,
distributed systems, multiple resource types, power of d choices

I. INTRODUCTION

Cloud computing allows flexible configuration of high-level

services and sharing of resources such as computation, mem-

ory, and communication among users. When the resources

are in close proximity to end users, they can be shared in

a similar manner in an edge computing system [1], [2]. From

the system perspective, the infrastructure of cloud and edge

computing corresponds to a distributed computing network

with different types of servers (machines) and communica-

tion resources for executing computational tasks. These inter-

connected machines may belong to one or multiple owners,

where each owner corresponds to a domain as shown in Fig. 1.

An owner can be a cloud/edge platform provider or any entity

that owns a part of the physical system. Such scenarios exist

in both business/civilian applications as well as in defense

applications involving coalitions [3].

In such a multi-domain distributed computing system, a

natural question to ask is: how many tasks can each domain
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Fig. 1. Distributed computing systems with multiple resource types.

process simultaneously at any time instant? The answer to

this question is important for system planning purposes. For

example, a service provider may need to decide whether to

sign a contract with a domain owner depending on the amount

of resources that the domain can provide in a particular region;

a domain owner may need to pre-compute the number of

servers it needs to deploy depending on the expected demand.

Furthermore, it is often useful to characterize the relationship

between system configuration and the number of tasks that the

system can support, for both theoretical and practical under-

standing. Toward this goal, we analyze the system capacity in

this paper, which is defined as the maximum number of tasks

that a domain can process simultaneously.

Since the capacity of the system depends on the task

assignment strategy, in this paper we consider the power of d
choices (PODC) for assigning tasks, which is widely used in

theoretical analysis and practical systems to achieve the trade-

off between load balancing and communication overhead [4],

[5]. Generally, d ≥ 2 machines1 are selected uniformly and

randomly from N machines for each task and the least-loaded

one among the d selected machines will be chosen to process

the task. The benefit of PODC is that the tradeoff between

system capacity and control overhead is controllable, i.e., a

larger d gives a larger system capacity but also requires higher

control overhead.

Using PODC as the task assignment strategy, we derive an-

alytical expressions of the capacity of distributed systems with

multiple resource types and random resource requirements of

tasks. Because the exact capacity expression is very difficult to

obtain, we present an achievable lower bound and an upper

bound of capacity. Through simulations with both synthetic

1PODC can be generalized to d ≥ 1, we will consider PODC with d ≥ 1

later in this paper.



task arrivals and real-world task arrival traces collected in a

data center, we show that these capacity bounds can closely

approximate the actual capacity of the system when parameters

in the expressions are properly tuned.

The remainder of this paper is organized as follows. In

Section II, we review the related work. Section III presents

the system model. In Section IV, we describe our capacity

analysis with theoretical results. Section V presents numerical

results. Section VI draws conclusion.

II. RELATED WORK

Although many capacity-achieving scheduling mechanisms

exist in the literature [6]–[12], they do not provide an analyt-

ical expression of the capacity value. Instead, they consider a

capacity region of the system that is described with multiple

constraints, which is much more difficult to interpret than

a single value. In this paper, we take a different approach

(and use a slightly different capacity definition) and focus on

obtaining analytical expressions of the capacity value.

Our capacity definition shares some similarity with the

effective capacity [13]–[15] and Erlang capacity [16], [17],

both of which are widely explored in wireless communication

to find the maximum arrival rate that a wireless link can

support with a constrained probability of delay violation or

blocking users. However, the effective and Erlang capacity

notions do not capture the case with multiple resource types.

Literature related to PODC focuses on analyzing the maxi-

mum load among machines for single resource type [18]–[20]

or identical tasks with the same requirement for each kind of

resource [21], [22]. To the best of our knowledge, the scenario

where different tasks can require different (random) amounts

of resources, in the case with multiple resource types, has

not been studied. The capacity notion in this scenario has not

been defined in existing literature either. We fill the gap by

addressing these problems.

III. SYSTEM MODEL AND DEFINITIONS

We consider a system with multiple types of distributed

resources. There are N distributed machines, each has R types

of resources (e.g., computation, communication, and memory).

The available amount of type-r resource at machine n is

normalized to 1 for any n and r. There are T tasks running on

the machines in total. The requirement of task t for resource

type r is a random variable Xt,r ∈ [0, 1]. For each resource

type, we assume that the requirements of all tasks for this

type of resource (i.e., Xt,r, ∀t) are independent and identically

distributed (i.i.d.), while different distributions may apply to

different resource types (i.e., the distributions of Xt,r and Xt,r′

for r 6= r′ may be different). Note that although this i.i.d.

assumption is required for theoretical analysis, the results in

Section V-B empirically validate that our capacity bounds still

hold on real datasets where this assumption may not hold.

In the system, each task is assigned to one machine that

provides resources for this task. Denote ρn,r as the amount

of currently utilized type-r resource at machine n, which is

equal to the total requirements for type-r resource of tasks

allocated to machine n. To facilitate the capacity analysis later,

let ρn := maxr ρn,r denote the maximum resource utilization

among all resources on machine n.

The task allocation follows PODC with d ≥ 1. When

a new task arrives, d ≥ 1 machines are randomly chosen

according to a uniform distribution. The task is assigned to

the machine with the minimum ρn, among the d selected

machines. During the task assignment process, information

on resource utilization is exchanged between the d randomly

selected machines and a controller, so that the controller

can determine which machine is the least-occupied, i.e., has

the smallest ρn. Different values of d have different control

overheads and abilities to balance workload, thus leading to

different numbers of tasks that the system can process.

Definition 1 (Capacity). We define the ε-capacity of a dis-

tributed computing system as the maximum number of tasks,

denoted by M , that the system can serve simultaneously, such

that the overload probability is not higher than ε (ε > 0), i.e.,

Pr

{

R
⋃

r=1

(

N
⋃

n=1

[ρn,r ≥ 1]

)}

≤ ε. (1)

We analyze this capacity in the next section.

IV. CAPACITY ANALYSIS

The goal of our capacity analysis is to obtain upper bounds

of M that serve as sufficient and necessary conditions of (1).

The sufficient and necessary conditions give lower and upper

bounds of capacity, respectively.

A. Preliminary Lemma

The following lemma is used for the approximation of

PODC in the derivation of sufficient and necessary conditions.

Lemma 1. For vector a = (a1, · · · , aN ) with an ≥ an+1 for

n ∈ {1, · · · , N − 1} and probability vector p = (p1, · · · , pN )
with pn ≤ pn+1 for i ∈ {1, · · · , N − 1} and

∑N
n=1 pn = 1,

define the weighted average of a as
∑N

n=1 pnan, then

N
∑

n=1

pnan ≤ p̄

N
∑

n=1

an, (2)

where p̄ = 1/N is the mean of all elements in p.

Proof. Assume we have pi such that pi ≤ p̄ ≤ pi+1, the

difference between p̄
∑N

n=1 an and
∑N

n=1 pnan is

p̄

N
∑

n=1

an −

N
∑

n=1

pnan =

i
∑

n=1

(p̄− pn) an −

N
∑

n=i+1

(pn − p̄) an

≥

i
∑

n=1

(p̄− pn) ai −

N
∑

n=i+1

(pn − p̄) ai. (3)

Based on the fact that
∑N

n=1 p̄ =
∑N

n=1 pn, we have

p̄
∑N

n=1 an −
∑N

n=1 pnan ≥ 0, and the claim follows.

B. Markov chain

Define vector ρ (t) := (ρn (t) , ∀n), where ρn (t) :=
maxr ρn,r (t) is the maximum utilization among all resource



types at machine n, after the t-th task has been assigned.

The task assignment process defines a Markov chain over the

vector ρ (t) as follows:

1) Choose the machine i ∈ {1, · · · , N} for the newly

arriving t-th task according to PODC.

2) For all r = 1, 2, ..., R:

a) Sample Xt+1,r as the requirement of type-r re-

source of the t-th task, from a given probability

distribution.

b) Set ρn,r (t+ 1) = ρn,r (t) + Xt+1,r for n = i
(i.e., machine i is chosen for the t-th task) and

ρn,r (t+ 1) = ρn,r (t) for n 6= i.

We also define a probability vector p := (p1, · · · , pN ), where

pi denotes the probability that the new task t+ 1 is assigned

to the i-th most loaded machine in terms of {ρn (t) : ∀n}.

If we rank ρ (t) in a non-increasing order such that ρ1 (t) ≥
ρ2 (t) ≥ · · · ≥ ρN (t), we have p1 ≤ p2 ≤ · · · ≤ pN due to

the use of PODC strategy. Whenever the context is clear, we

write ρ, ρn and ρn,r instead of ρ (t), ρn (t) and ρn,r (t).

C. Sufficient Condition for (1)

We first provide the following lemma that serves as an

intermediate sufficient condition for further analysis.

Lemma 2. For any task assignment strategies, if

N
∑

n=1

E
(

eθρn
)

≤
εeθ

R
(4)

for some θ > 0, then the overload probability less than ε in

(1) is guaranteed.

Proof. We note that E
(

eθρn
)

is the moment generating func-

tion (MGF) of ρn for θ > 0, Chernoff’s bound can be applied.

Thus, we have

Pr (ρn ≥ 1) ≤
E
(

eθρn
)

eθ
, θ > 0. (5)

Substituting (5) into (4) gives

R
∑N

n=1 Pr (ρn ≥ 1) ≤ ε.

Applying Boole’s inequality to the left side of above, we have

ε ≥ R

N
∑

n=1

Pr (ρn ≥ 1) ≥

N
∑

n=1

R
∑

r=1

Pr (ρn,r ≥ 1)

≥ Pr

{

R
⋃

r=1

(

N
⋃

n=1

[ρn,r ≥ 1]

)}

.

Thus, the overload probability in (1) is confirmed.

Denote G (θ) := E
(

eθmaxr Xt,r
)

with θ > 0 for any task t
and resource type r as the MGF of maxr Xt,r, which can be

calculated based on the probability density functions (PDFs)

of Xt,r for all r (recall that the PDFs of Xt,r for different t
values are the same, for some given r). Using Lemma 2, we

obtain the following sufficient condition for (1).

Theorem 1. For the PODC strategy with d ≥ 1, if the number

of tasks is less than or equal to

Tl :=
log ε

NR
+ θ

log (ωG (θ) +N − ω)− logN
, (6)

for some θ > 0 and 0 < ω ≤ 1, then the overload probability

in (1) is guaranteed.

Proof. We first define Φ(t) :=
∑N

n=1 e
θρn(t) and calculate the

mean of Φ(t). Rank ρ (t) in the non-increasing order such that

p1 ≤ p2 ≤ · · · ≤ pN for task t + 1. The mean increment of

Φ(t) can be calculated as follows:

E [Φ (t+ 1)− Φ(t) |ρ (t)]

= E

[

N
∑

n=1

(

eθρn(t+1) − eθρn(t)
)

∣

∣

∣

∣

∣

ρ (t)

]

≤

N
∑

i=1

piE
[

eθ(ρi(t)+maxr Xt+1,r) − eθρi(t)
∣

∣

∣
ρ (t)

]

(7)

= (G (θ)− 1)

N
∑

i=1

pi

(

eθρi(t)
)

≤
ωG (θ)− ω

N
Φ(t) .

In the above, with probability pi a newly arrived task is

allocated to machine i, whose utilization will increase by

Xt+1,r for each resource type r. The change of eθρn(t) on

other machines is 0, i.e., eθρn(t+1) − eθρn(t) = 0 for n 6= i,
which gives (7), where the inequality is because ρi(t + 1) ≤
ρi (t) + maxr Xt+1,r. Moreover, since

∑N
i=1

(

pie
θρi(t)

)

is a

weighted average of eθρi with higher weights for smaller ele-

ments and
∑N

i=1 pi = 1, we have
∑N

i=1

(

pie
θρi(t)

)

≤ Φ(t)/N
according to Lemma 1. This gives the last inequality for ω = 1.

Because E [E (X|Y )] = E [X], from the above we have

E [Φ (t+ 1)− Φ(t)] = E [E [Φ (t+ 1)− Φ(t) |ρ (t)]]

≤
ωG (θ)− ω

N
E [Φ (t)] .

That is,

E [Φ (t+ 1)] ≤
ωG (θ) +N − ω

N
E [Φ (t)] .

For T tasks in total (T ≤ Tl), because E [Φ (0)] = Φ (0) =
∑N

n=1 e
θ0 = N , we have

N
∑

n=1

E
[

eθρn(T )
]

= E [Φ (Tl)] ≤ N

(

ωG (θ) +N − ω

N

)T

≤ N

(

ωG (θ) +N − ω

N

)Tl

=
εeθ

R

for some properly chosen ω, where the first equality is due

to the linearity of expectation, the last inequality is because

T ≤ Tl and
ωG(θ)+N−ω

N
≥ 1 for ω = 1, and the last equality

is from the definition of Tl in (6). The above is equivalent to

(4) in Lemma 2, hence we have proved the theorem.

D. Necessary Condition for (1)

We provide the following lemma that serves as an interme-

diate necessary condition for further analysis.
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Lemma 3. For any task assignment that satisfies (1) with some

given ε, we have

1

N

N
∑

n=1

E
(

e−θρn
)

≥
1− ε

eθ
(8)

for any θ > 0.

Proof. A necessary condition for (1) is

1

N

N
∑

n=1

Pr (ρn ≥ 1) ≤ max
n

Pr (ρn ≥ 1) (9)

≤ Pr

{

R
⋃

r=1

(

N
⋃

n=1

[ρn,r ≥ 1]

)}

≤ ε.

Using Chernoff’s bound with θ > 0, we have

1− E
[

e−θρn
]

eθ ≤ Pr (ρn ≥ 1) . (10)

We then apply (10) to the left-hand side of (9) to prove the

lemma.

Denote H(θ) := E
(

e−θminr Xt,r
)

with θ > 0 for any task t
and resource type r as the MGF (with negative parameter) of

minr Xt,r, which can be obtained with the PDFs of Xm,r for

all r. Note that although we take the minimum of {Xm,r : ∀r}
here, ρn is still defined as the maximum of {ρn,r : ∀r} (see

Section III). We have the following result.

Theorem 2. For the PODC strategy with d ≥ 1 that satisfies

(1) with some given ε, the system capacity M satisfies

M ≤ Tu :=
log (1− ε)− θ

log (vH(θ) +N − v)− logN
(11)

for any θ > 0 and some v ≥ 1.

Proof. Define Ψn (t) := e−θρn(t) for machine n and rank ρ (t)
in non-increasing order such that p1 ≤ p2 ≤ · · · ≤ pN for task

t+ 1. The mean increment of Ψn (t) for machine n is

E [Ψn (t+ 1)−Ψn (t) |ρ (t)]

≤ pne
−θ(ρn(t)+minr Xt+1,r) + (1− pn) e

−θρn(t) − e−θρn(t)

= (H(θ)− 1) pnΨn (t) .

Define Ψ(t) := 1
N

∑N
n=1 Ψn (t), we have

E [Ψ (t+ 1)−Ψ(t) |ρ (t)]

=
1

N

N
∑

n=1

E [Ψn (t+ 1)−Ψn (t) |ρ (t)]

≤
1

N

N
∑

n=1

(H(θ)− 1) pnΨn (t) ≤ (H(θ)− 1)
v

N
Ψ(t) ,

where Lemma 1 is used in the last step by considering that

(H(θ)− 1) pn decreases with n (note that H(θ)−1 < 0) and

Ψn (t) increases with n, hence the result holds for v = 1.

Using E [E (X|Y )] = E [X], we have

E [Ψ (t+ 1)] = E [E [Ψ (t+ 1)−Ψ(t) |ρ (t)]] + E [Ψ (t)]

≤
(

(H(θ)− 1)
v

N
+ 1
)

E [Ψ (t)] .

For M tasks in total, based on the above and using E [Ψ (0)] =
∑N

n=1 e
−θ0/N = 1, we have

(

vH(θ)+N−v

N

)M

≥E [Ψ(M)]=
1

N

N
∑

n=1

E
[

e−θρn(M)
]

≥
1−ε

eθ

where the equality is due to the linearity of expectation and

the last inequality is from Lemma 3. Rearranging the above

to solve for M proves the theorem.

E. Discussion

The sufficient condition for (1) given by Theorem 1 rep-

resents a lower bound of capacity, because the system is

guaranteed to support less than or equal to Tl tasks with an

overload probability of ε, where we recall that the capacity

is defined as the maximum number of tasks the system can

support. The necessary condition for (1) given by Theorem 2

gives an upper bound of capacity. Hence, the actual capacity

M is bounded by Tl ≤ M ≤ Tu. We note that Theorems 1

and 2 always hold when ω = v = 1, but the parameters ω and

v can be tuned to obtain a tighter bound.

V. NUMERICAL RESULTS

We compare our analytical lower and upper bounds of

capacity with the actual capacity obtained from simulation,

where both Gaussian-distributed and real-world task resource

requirements are considered. The MGFs G(θ) and H(θ) are

computed numerically according to the distribution in each

case (the distribution is explained in further details below). The

parameter θ in the MGF used in the computation of capacity

bounds is also determined numerically via linear search, where



0 100 200 300 400 500 600 700 800 900 1000 1100

N

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
R

el
at

iv
e 

g
ap

Suf ( =0.1, =0.01)

Nec ( =0.1, =0.01)

Suf ( =0.05, =0.01)

Nec ( =0.05, =0.01)

Suf ( =0.05, =0.005)

Nec ( =0.05, =0.005)

Suf (
1
=

2
=0.05,

1
=

2
=0.01)

Nec (
1
=

2
=0.05,

1
=

2
=0.01)

Suf (
1
=0.05,

1
=0.01;

2
=0.02,

2
=0.004)

Nec (
1
=0.05,

1
=0.01;

2
=0.02,

2
=0.004)

0 500 1000
0

0.02

0.04

0.06

0.08

0.1

Fig. 5. Relative gaps of capacity bounds for Gaussian resource requirements
with tuned ω and v.

TABLE I
VALUES OF w AND v FOR GAUSSIAN RESOURCE REQUIREMENTS

Parameter settings ω v

R = 1, µ = 0.1, σ = 0.01 0.28 1.33

R = 1, µ = 0.05, σ = 0.01 0.41 1.16

R = 1, µ = 0.05, σ = 0.005 0.41 1.14

R = 2, µ1 = µ2 = 0.05, σ1 = σ2 = 0.001 0.34 1.34

R = 2, µ1 = 0.05, σ1 = 0.01, µ2 = 0.01, σ2 = 0.004 0.28 2.84

we choose θ that gives the largest lower bound and smallest

upper bound, so that the bound remains as tight as possible.

In all simulations, we fix ε = 0.01.

For simplicity, we use “simulation” to denote the simulated

capacity and “analytical” as the results of analytical bounds in

the figures presented in the following. We also use “Suf” and

“Nec” to denote the sufficient condition (lower bound) and the

necessary condition (upper bound) of capacity, respectively.

A. Performance of Gaussian Resource Requirements

We first consider a single resource type where the amount of

resource requested by each task follows a Gaussian distribution

with parameters µ and σ2. Fixing µ = 0.05 and σ = 0.01,

Fig. 2 shows the capacity for different d in PODC, when the

number of machines varies. We see that d = N performs

the best and d = 2 outperforms d = 1 significantly, which

is consistent with known results [4]. Moreover, for this case

where ω = v = 1, the theoretical upper and lower capacity

bounds hold for all d values with 1 ≤ d ≤ N .

The parameters ω and v in the capacity bounds can be tuned

empirically so that the theoretical bounds provide a better

approximation for the actual capacity values. For example, we

can find the appropriate values of ω and v by minimizing the

gaps between the simulation results and the analytical bounds

when the number of machines N ∈ {20, 40, 60, 80, 100} (a set

of settings with small number of machines) . The best ω and

v values found with this approach are shown in Table I, for

different resource requirement distributions, where we recall

that R denotes the number of resource types. We use these

tuned ω and v parameters in cases with much larger N in our

simulations presented next.

Fig. 6. GMM distribution fitting results for CPU resource.

Fig. 7. GMM distribution fitting results for memory resource.

Fig. 3 shows the results with different values of µ and σ for

d = 2, where a lower value of mean (µ) and standard deviation

(σ) in the amount of resource required by each task leads to a

larger capacity (i.e., more tasks can be served), as one would

intuitively expect. The comparison of single and multiple (two)

resource types for d = 2 is shown in Fig. 4. We can see that

when there are multiple types of resources, the capacity of is

dominated by the resource type with larger µ (i.e., the most

heavily utilized resource). However, it is uncertain whether

multiple resource types will cause higher or lower capacity

compared to the case with a single resource type, when the

maximum mean value is the same.

We also see that our analytical bounds are close to the

simulation results in Figs. 3 and 4. The relative gaps (defined

as the difference between the simulated capacity and analytical

bounds, divided by the simulated capacity), as shown in Fig. 5,

are around 0.2 for sufficient conditions (lower bounds) and

below 0.1 for necessary conditions (upper bounds). In addition,

the analytical bounds can capture the capacity differences

when the parameters µ, σ, R, and N are different.

B. Performance of Real-World Resource Requirements

The Google cluster dataset [23] captures the task re-

quest dynamics in a real-world computing cluster. It includes

the requirements for CPU and memory resources of over

45, 000, 000 tasks. To predict the capacity of a distributed

system with such task resource requirements, we fit a Gaussian

mixture model (GMM) using the dataset and use the MGF of

this GMM. Figs. 6 and 7 show the results of GMM fitting

for CPU and memory resources respectively. We see that the

GMM closely captures the underlying data distribution.

Based on the fitted GMM, Figs. 8 and 9 show the per-

formance of the analytical bounds without or with parameter



Fig. 8. Performance of capacity bounds for real data with ω = v = 1.
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tuning as well as the relative gaps. In the case where ω
and v are tuned, their values are empirically determined as

ω = 0.14, v = 2.42, where the tuning follows the same

approach as in Section V-A. The comparison between different

capacity results follow a similar trend as in the Gaussian case

in Section V-A. We anticipate that this GMM fitting approach

can be applied to other real-world datasets too.

VI. CONCLUSION

We have derived theoretical bounds of the capacity of

distributed computing systems with multiple resources types.

The lower and upper bounds correspond to the sufficient and

necessary conditions for the overload probability, respectively.

The PODC task assignment strategy has been considered,

where the trade-off between control overhead and system

capacity can be adjusted using the parameter d. The numerical

results have shown that our proposed capacity bounds can

capture the key characteristics of system capacity.

Our results in this paper are useful for describing the ca-

pacity of distributed computing systems with multiple resource

types, which can be helpful for system planning, analysis, and

resource allocation, where our analytical capacity bounds can

be used for approximating the actual system capacity. Future

work can study the derivation of tighter capacity bounds with

less limiting assumptions, and specific ways of applying such

bounds to planning and allocation problems.
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