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Abstract—Physical-layer network coding (PNC) is a promising
technique for improving the throughput of wireless networks. To
implement PNC in practice, a suitable medium access control
(MAC) protocol is needed. Existing works mainly focus on
bidirectional PNC, where two nodes exchange their packets
with each other. Considering the case where unidirectional flows
exist, in this paper, we propose a distributed MAC protocol
to support PNC with overhearing. The proposed protocol is
compatible with conventional relaying methods, including con-
ventional network coding and plain routing. It is based on the
Request-to-Send/Clear-to-Send (RTS/CTS) mechanism and can
be regarded as an extension to the IEEE 802.11 MAC protocol.
Simulation results show that the proposed protocol can increase
the throughput of networks with unidirectional flows, especially
when the traffic load is heavy.

Index Terms—Medium access control (MAC), overhearing,
physical-layer network coding (PNC), relaying method selection,
wireless networks.

I. INTRODUCTION

Physical-layer network coding (PNC) takes full advantage
of the superposition nature of electromagnetic waves and en-
ables source nodes to transmit simultaneously, which increases
network throughput [1]–[3]. In PNC, the (typically two [4])
source nodes transmit their packets simultaneously to the relay,
the relay maps the superposed signal into a new signal and
broadcasts the signal to the destinations. When using PNC
with bidirectional flows, each destination is also a source for
the other destination. In this case, the destination knows its
previously transmitted packet and can decode the intended
packet from the encoded signal. With unidirectional flows,
the source and destination nodes do not overlap, hence the
destination has to overhear the packet from its neighboring
source node to decode the packet from the distant source node.
A typical topology for the latter case is the “X” topology as
shown in Fig. 1, where the source node si (i = 1, 2) wants to
send data to the destination node di via the relay r.

One major issue that arises with PNC is to develop a
practical medium access control (MAC) protocol to support
simultaneous data transmission. Some existing works have
considered this issue, such as [5]–[8]. However, most works
focused on the two-hop scenario and did not consider queuing
issues or interactions between nodes that are interconnected in
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Fig. 1. Overhearing PNC in “X” topology. The number in the brackets
indicates the communication phase.

a large multi-hop network. To make PNC applicable in general
multi-hop networks, we proposed a distributed MAC protocol
for PNC (named PNC-MAC) in [8], which is regarded as an
extension to the IEEE 802.11 MAC protocol and is applicable
for PNC with bidirectional flows. Noticing that unidirectional
flows also exist in many wireless network applications, in this
paper, we extend PNC-MAC to support unidirectional flows
and overhearing. We name this protocol overhearing-supported
PNC-MAC (OPNC-MAC) in our remaining discussions.

To support overhearing in OPNC-MAC, we face the follow-
ing challenges:

1) As shown in Fig. 1, the signals sent from s1 and s2 in
the first communication phase need to be respectively
overheard by d2 and d1, and a superposed signal
needs to be received by the relay r. Hence, the
MAC protocol needs to ensure that there is no
interference in the neighborhood of d1, d2, and r,
and an appropriate collision avoidance mechanism is
necessary.

2) Even if external interference is avoided, the simul-
taneously transmitting source nodes (s1 and s2)
may interfere with the overheard signals at desti-
nation nodes (d2 and d1, respectively). Such self-
interference causes the fact that relaying method
selection only based on the network topology is
inefficient [4], [9].

3) Because five nodes are simultaneously involved in
the aforementioned PNC process (while only three
nodes involved for PNC with bidirectional flows), it
is more possible that packet loss occurs at a particular
node, and actions need to be taken for such cases.

To tackle these challenges, the proposed OPNC-MAC is
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Fig. 2. Standard timing diagram of packet exchange in OPNC-MAC.

based on Request-to-Send/Clear-to-Send (RTS/CTS) with mul-
tiple CTSs from individual nodes, for channel reservation.
Whether PNC should be performed is decided by a two-level
process. The first level is a topology-based decision, and the
PNC process is initiated when it is possible to perform PNC
according to the network topology. The second level is a
signal quality-based decision, i.e. making decision according
to channel quality. If PNC is found inappropriate in the second
level, or if not all nodes respond with CTSs, we switch back to
conventional relaying methods, such as conventional network
coding (CNC) and plain routing.

The remainder of this paper is organized as follows. Section
II discusses the packet transmission process of OPNC-MAC
and the first level of relaying method selection. Section III
discusses the second level of relaying method selection and
exception handling. The simulation results are given in Section
IV. Section V draws conclusions.

II. PACKET EXCHANGE PROCESS OF OPNC-MAC

This section first describes the timing of OPNC-MAC. Then,
the method of determining whether PNC should be initiated
and the signal analysis of the PNC process with overhearing
are discussed. The standard timing diagram of the packet
exchange process in OPNC-MAC is shown in Fig. 2. We define
TSIFS as the short inter-frame space (SIFS) as in the IEEE
802.11 standard. Variables TPHY-Hd and TMAC-Hd respectively
denote the time lengths of the physical-layer header and MAC-
layer header. We assume that there exists an underlying routing
protocol, which allows each node to be aware of the network
topology within its two-hop range.

A. Initiating PNC Process

We use an RTS-PNC frame to start a PNC process. There
are two cases where an RTS-PNC frame is broadcasted: 1)
the relay r has the right to access channel and finds that
there are PNC opportunities; 2) an RTS frame is received
by r and r senses PNC opportunities. The first case is the
same with the bidirectional PNC-MAC protocol in [8]. The
second case extends [8] in a way that is similar with RTS/CTS
of IEEE 802.11 MAC, i.e. either source node initiates data
transmission and sends an RTS frame, but the relay replies

with an RTS-PNC frame when it finds a PNC opportunity.
Such an extension takes into account cases where the flows
are unbalanced and information at r regarding whether there
are PNC opportunities is not up-to-date. The sensing of PNC
opportunities is based on a virtual queue at r, and the concept
of virtual queues was introduced in [8] and a brief outline will
be given in Section II-C. Once the relay r sends an RTS-PNC
frame, the PNC process is initiated.

B. Timing of OPNC-MAC

The timing of packet exchange in OPNC-MAC has two
stages as shown in Fig. 2. The stage I is the RTS-PNC/CTS
stage. In this stage, after receiving the RTS-PNC frame, the
received signal qualities and node statuses at s1, s2, d1, and
d2 are delivered to r through CTS frames, which are used to
further judge whether PNC is the appropriate relaying method,
i.e. the second level of relaying method selection (details will
be discussed in Section III). The stage II is the data exchange
stage, where the involved nodes exchange data packets and
receiving nodes acknowledge their receptions. The details of
the two stages are described in the following.

In stage I, the relay r first broadcasts to all its neighbors
an RTS-PNC frame, which contains the addresses of s1, s2,
d1, and d2. The source node that has a shorter packet to send
(which can be known by r from the virtual queue) is set as
node s1, for reasons described in the next paragraph. After
receiving the RTS-PNC frame, all the involved four nodes (i.e.
s1, s2, d1, and d2) separately respond to r with CTS frames.

In stage II, r broadcasts a coordination (CO-PNC) frame to
coordinate packet transmissions of s1 and s2. CO-PNC con-
tains information regarding whether PNC should be adopted.
If PNC is used, after receiving CO-PNC, s1 starts its data
transmission after TSIFS, and s2 sends data after 2TSIFS +
TPHY-Hd + TMAC-Hd in a bit-reversed order, which means that
the tail of data frame is transmitted at first and the header
at last. Because the packet sent by s1 is not longer than the
packet sent by s2, the time difference between the two data
frames ensures that the headers of both packets sent by s1 and
s2 can be successfully decoded by relay r [5], [8]. If the CO-
PNC frame is successfully received, the destination nodes d1
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and d2 are set in promiscuous mode to overhear the packets
respectively sent by the source nodes s2 and s1.

The two signals sent by s1 and s2 are partly superposed
at relay r. The relay r operates the superposed part of the
signal with CPNC(·), which can be either the amplify-and-
forward (AF), denoise-and-forward (DNF), or decode-and-
forward (DF) method of PNC [10]. The proposed OPNC-MAC
can work well with these three methods and the DNF method
is used in our simulations. After successfully overhearing
packets, d1 and d2 are set in normal mode to reduce unnec-
essary overhearing. Then, the resulting partly coded packet is
broadcasted to the destination nodes d1 and d2. After receiving
the coded packet, the destination d1 (or, correspondingly, d2)
attempts to decode the coded packet by using its overheard
packet. If the destination d1 (or, correspondingly, d2) extracts
its intended packet from the coded packet, it responds to r with
an ACK frame. When at last one ACK frame is received, r
sends an ACK-PNC frame to the acknowledged source node(s)
and finishes this PNC round.

C. First-Level Relaying Method Selection

To sense coding opportunities and coordinate packet
exchange, the relay r needs to know some information about
the packets that need to be relayed by it. We use virtual queues
to store this information.

The virtual queue in each node contains some essential
information of the packets in the node’s neighbors. Elements
in the virtual queue contain four fields: 1) current node, i.e.
the source node which currently holds the packet; 2) next hop,
i.e. the second hop (the hop after the relay r) of the packet;
3) length of the packet; 4) staying time, i.e. the time that
the packet has been staying in the current node. The relay
r decides whether it should initiate PNC transmissions of its
neighboring nodes or initiate to send its own packets, based on
the packets in its actual and virtual queues. For more details,
please refer to [8].

When PNC is not selected in the first-level judgment
(i.e. RTS-PNC is not being sent), OPNC-MAC uses reliable
broadcasting [11] if there is an opportunity to perform CNC,
or conventional IEEE 802.11 MAC if no network coding
opportunity exists.

D. Signal Analysis

When performing PNC, signal level issues need to be
considered. We define zn as noise and hni,nj as the channel
gain from node ni to node nj , where ni and nj can be
either s1, s2, d1, d2, or r. The signal sent by si is xi. In
the first communication phase, x1 and x2 sent by s1 and s2
are superposed at the relay. The received signal at the relay r
can be written as

yr = hs1,rx1 + hs2,rx2 + zn . (1)

The overhearing signals at d1 and d2 are

y′d1
= hs2,d1x2 + (hs1,d1x1 + zn) , (2)

y′d2
= hs1,d2x1 + (hs2,d2x2 + zn) . (3)

The direct transmission link without relaying (i.e. si → di) is
generally very weak, i.e. hsi,dixi has a small value, and we
regard this signal as interference. Otherwise, si can directly
transmit its signal to di without relaying.

In the second communication phase, r broadcasts the coded
packet to destinations. The received signals at d1 and d2 are
given by

yd1 = hr,d1CPNC(yr) + zn , (4)

yd2 = hr,d2CPNC(yr) + zn . (5)

From (1)–(5), it is easy to find that PNC may be not
successfully executed when unavoidable self-interference is
high at d1 or d2, or the bit-error-rate (BER) of the superposed
signal is high at r. Moreover, in cases where overhearing links
are in low quality, any type of network coding (including PNC
and CNC) cannot be performed. Even when all the channels
are good enough, it is also possible that some source nodes
may have no packet to send but the relay assumes they have,
due to obsolete information in the virtual queue which might
be caused by packet losses. Therefore, it is necessary to design
a scheme to decide whether to perform PNC based on the
signal quality and handle cases where PNC cannot or should
not be performed (although PNC is selected in the first-level
judgment). We define such cases as exceptional cases.

III. SECOND-LEVEL RELAYING METHOD SELECTION AND
EXCEPTION HANDLING

This section proposes the second-level relaying method
selection scheme and discusses how to deal with the excep-
tions. The selection is made based on signal quality, which is
measured by the corresponding nodes and included in the CTS
frames in stage I. The CTS frames also contain information
on whether a source node has packets to send. When a source
node indicates that it has no packet to send, we define such a
CTS frame as invalid CTS; and we define all other successfully
received CTS frames as valid CTS.

A. Second-Level Relaying Method Selection

When receiving four valid CTS frames, the relay r knows
that the uplinks (i.e. s1→r and s2→r) and the downlinks (i.e.
r→d1 and r→d2) are good enough to perform plain routing.
However, to determine whether it is possible to perform CNC,
the relay r needs to know the BERs of the overhearing signals,
which is dependent on the channel quality. Furthermore, to
determine whether it is possible to perform PNC, the relay r
needs to know the BERs of not only the overhearing signals
but also the superposed signal at r, due to simultaneous trans-
missions in PNC. When the observed BERs are smaller than
a given threshold, the corresponding relaying method can be
adopted. Without loss of generality, in the following analysis
and also in our simulations, we consider differential binary
phase-shift keying (DBPSK) modulation [12], and receivers
operate under the minimum distance decision rule. Based on
the channel quality information in the CTS frames, the BER
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Fig. 3. Timing diagram of packet exchange in exceptional cases.

of the DBPSK modulation can be evaluated by [13]

Pe-DBPSK = 2Q

(√
2Es

N0 + ITs

)
, (6)

where Es is the received power energy per symbol, I is the
total destructive interference power at the receiver node, N0

represents the power spectrum density of noise, and Ts is the
time length of each symbol. Let PT denote the transmission
power of nodes, we have Es = PT

∣∣hni,nj

∣∣2 Ts.
When using the DNF method of PNC, the BER of the

superposed signal received by r can be bounded by Pe-DNF ≤
2Pe-DBPSK [8], and we use Pe-DNF = 2Pe-DBPSK in our sim-
ulations. The BERs of the overhearing signals in PNC are
calculated with (6), where I is the sum of the self-interference
from the direct link and other interferences.

B. Handling Exceptional Cases
Generally, there are two main types of exceptions: 1) PNC

is not the best choice for the current link conditions, i.e. PNC
is found inappropriate based on the second-level judgement
although being selected based on the first-level judgement; 2)
the number of valid CTS frames received by r is smaller than
four. In both cases, we need to switch back to CNC or plain
routing (PR) in stage II of the packet exchange process.

All the possible exceptional cases are shown in Table I, and
we use Fig. 3 to show how to handle these exceptions. Note
that stage I is the same in all cases, which is not presented
in Fig. 3 due to space limitation. The Valid-CTS column in
Table I lists the nodes from which valid CTS frames have
been received. As shown in Fig. 3, x′

1, x′
2, x′

3, and x′
4 denote

timeslots, which may be used by different nodes or may not
be used, based on different exceptional cases. The RE-NAV
frame shown in Fig. 3 is used to reset the network allocation
vector (NAV) when PNC is not selected and we need more
than two timeslots for data exchange, because the duration of
the CNC and some plain routing processes are longer than that
of PNC. That is, the previous NAV setting for PNC in stage I
is not suitable for the exceptional cases in stage II.

TABLE I
EXCEPTIONS AND THE CORRESPONDING RELAYING METHODS

Valid-CTS x′
1 x′

2 x′
3 x′

4
Relaying
method

s1, s2, d1, d2 s1→r s2→r r→s1, s2 — CNC
s1, s2, d1, d2 s1→r s2→r r→s1 r→s2 PR

s1, s2 s1→r s2→r — — —
s1, s2, d1 s1→r s2→r r→d1 — PR
s1, s2, d2 s1→r s2→r r→d2 — PR
s1, d1, d2 s1→r r→d1 — — PR
s1, d1 s1→r r→d1 — — PR

s2, d1, d2 s2→r r→d2 — — PR
s2, d2 s2→r r→d2 — — PR
s1, d2 s1→r — — — —
s1 s1→r — — — —

s2, d1 s2→r — — — —
s2 s2→r — — — —

d1, d2 — — — — —
d1 — — — — —
d2 — — — — —

When four valid CTS frames are received, and CNC is
selected, r encodes and broadcasts the two received packets
instead of sending them separately. Therefore, three timeslots
in CNC are used as shown in Table I. Otherwise, plain routing
is selected and all the data packets are sent one by one. If
only two valid CTS frames are received from s1 and s2,
then x′

1 and x′
2 are used by s1 and s2, and r stores the

two packets in its own actual queue, and forwards them
in its next channel occupation. In the cases of “s1, s2, d1”
and “s1, s2, d2”, r informs the two source nodes to send
their packets, and forwards the corresponding packet to the
destination, from which the valid CTS frame is received. The
other packet will be stored in the actual queue of the relay.
The transmission here is scheduled based on the principle of
never delaying packets [14]. When receiving valid CTS frames
from one source node and one or two destination nodes, the
packet will be sent to the relay from the source node and then
forwarded by the relay if the valid CTS frame is received from
the corresponding destination node. In the worst cases that no
valid CTS frame is received from source nodes, no timeslot is
used, this round of packet exchange is finished immediately,
and a new round of channel contention is initiated.
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Fig. 4. Simulation topologies: (a) wheel topology, (b) #-shaped topology.

IV. SIMULATION RESULTS

We evaluate the performance of the proposed OPNC-MAC
with our simulator jointly developed with MATLAB and C.
We consider two topologies with unidirectional flows in the
simulations: a wheel topology and a #-shaped topology, as
shown in Fig. 4, to take into account both single relay and
multiple relay cases. We consider these two special topologies
because, to achieve a good performance in more complicated
networks, PNC needs to be incorporated with power control
and coding-aware routing [4], which is beyond the scope
of this paper. We compare the performance of the proposed
OPNC-MAC with that of OPNC-MAC with reduced func-
tionality (referred to as reduced OPNC-MAC), MAC protocol
for CNC with reliable broadcasting [11] (referred to as CNC-
MAC), and conventional IEEE 802.11 (i.e. plain routing). In
the reduced OPNC-MAC, two main functions of OPNC-MAC
are removed: one is the second-level relaying method selection
based on signal quality; the other is timeslot extension (to more
than two timeslots) in the exceptional cases.

We use the IEEE 802.11 direct-sequence spread spectrum
(DSSS) physical-layer with 1 Mbps data rate. The BER
threshold used to select relaying methods in the second level
is set to 10−3. The transmission power is set to 3 dBm,
the background noise density is –174 dBm/Hz with 6 dB
noise figure. The selected source nodes send User Datagram
Protocol (UDP) packets, and the packet size is 1000 bytes.
The wait-for-PNC timeout (the time that the nodes should wait
for transmission request from the relay when there are PNC
opportunities, which is for avoiding contending with the relay
and is defined in the same way as in [8]) is set to 0.1 s. The
receiver’s clear channel assessment (CCA) sensitivity is set to
–100 dBm. The channel power gain is |hni,nj | = 1/D4

ni,nj
,

where Dni,nj is the distance between nodes ni and nj in
meters. Each simulation is run 50 s with 10 different random
seeds to obtain overall performance.

A. Wheel Topology

As shown in Fig. 4(a), in the wheel topology, nodes com-
municate with each other through the same relay node r. The
sources s1, s2, · · · , si, · · · and destinations d1, d2, · · · , di, · · ·
are placed in a circle centered at r. The distance between r and
each end node is 150 m. The source node si and its destination
node di are opposite nodes, and cannot communicate with each
other directly. The angle between two source-destination edges
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Fig. 6. End-to-end delay vs. number of nodes in the wheel topology.

(e.g. the angle between si→di and sj→dj) is a random value
between 0 and 2π, and is changed every second. The source
nodes are backlogged, i.e. they always have packets to send.

Fig. 5 shows the throughput under different number of nodes
in the wheel topology. It can be observed that the throughput is
approximately constant when OPNC-MAC is performed. The
reason is that the relay node r coordinates the transmissions of
the source nodes. Therefore, there are no contentions between
these source nodes (also due to the wait-for-PNC mechanism
[8]) and the throughput can be constant. We can also observe
that when the number of nodes is four, the throughput of
the reduced OPNC-MAC has the worst performance, which
is due to ineffective first-level judgment. However, when
more nodes exist, the reduced OPNC-MAC can achieve a
slightly higher throughput than CNC-MAC and IEEE 802.11,
because the increased spatial diversity due to the presence of
more end nodes makes the first-level judgment more effective,
and the coordination by r also reduces unnecessary channel
contentions. It can be also observed that the CNC-MAC has a
smaller throughput than IEEE 802.11 when the number of
nodes is more than eight. The main reason is that coding
method selection based on network topology (i.e. the first-
level judgment) is inefficient even in such simple networks.
The average throughput gain of OPNC-MAC over CNC-
MAC is 1.65. When there are twelve nodes in the circle, the
corresponding throughput gain is 2.19 because of the intense
channel contention when using CNC-MAC.

Fig. 6 shows the end-to-end delay under different number of
nodes. It can be observed that the delay of OPNC-MAC is the
lowest. The long delay of reduced OPNC-MAC is because the
first-level judgment may choose PNC as the relaying method
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when PNC is unsuitable.

B. #-Shaped Topology

The #-shaped topology has 16 nodes as shown in Fig. 4(b).
The distance between a node and its neighbors is 175 m. Four
flows are configured in the topology, which are n1 → n15,
n2 → n16, n7 → n3, and n14 → n10.

Figs. 7 and 8 show the throughput and end-to-end delay
under different packet rates. It is observed that the maximum
throughput gain of OPNC-MAC over CNC-MAC is 1.54 and
the average throughput gain is 1.23. OPNC-MAC outperforms
the reduced OPNC-MAC especially under a high packet
rate, with a maximum throughput gain of 1.21. The highest
throughputs of CNC-MAC and IEEE 802.11 are achieved
when the packet rate is 15 packets/s. Further increasing the
packet rate decreases their throughputs, which is caused by
intense channel contention. The throughput of OPNC-MAC
stays similar when the packet rate is at or higher than 15
packets/s, because that the inherent operation mode of OPNC-
MAC (i.e. r coordinates packet transmissions) reduces un-
necessary channel contention. One important conclusion from
our simulations is that OPNC-MAC is able to maintain a
significant throughput gain, especially for a high offered load.

The end-to-end delay of the #-shaped topology is shown
in Fig. 8. It can be observed that the end-to-end delays of
OPNC-MAC and the reduced OPNC-MAC are slightly higher
than those of CNC-MAC and IEEE 802.11. The reason is
that, the #-shaped topology is actually composed of four “X”
topologies and some of the shared nodes (i.e. n5, n8, n9, n12)
in any two neighboring “X” topologies may become bottleneck
nodes. The contention occurring at the bottleneck nodes results
in unsuccessful PNC operations, and the relays have to switch
to other relaying methods at the cost of delay.

V. CONCLUSIONS

In this paper, we have proposed OPNC-MAC, which
extends PNC-MAC for bidirectional flows [8] to support
overhearing and unidirectional flows. The proposed OPNC-
MAC protocol selects the appropriate relaying method based
on two-level judgment, i.e. topology level and signal level. The
simulation results indicate that OPNC-MAC brings throughput
improvement over conventional schemes that do not support
PNC, while maintaining a reasonable delay. This demonstrates
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that OPNC-MAC is beneficial for networks that require high
and stable throughput performance.
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